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	Reviewer’s comment

Artificial Intelligence (AI) generated or assisted review comments are strictly prohibited during peer review.
	Author’s Feedback (It is mandatory that authors should write his/her feedback here)


	Please write a few sentences regarding the importance of this manuscript for the scientific community. A minimum of 3-4 sentences may be required for this part.


	
	

	Is the title of the article suitable?

(If not please suggest an alternative title)


	
	

	Is the abstract of the article comprehensive? Do you suggest the addition (or deletion) of some points in this section? Please write your suggestions here.


	
	

	Is the manuscript scientifically, correct? Please write here.
	
	

	Are the references sufficient and recent? If you have suggestions of additional references, please mention them in the review form.
	
	

	Is the language/English quality of the article suitable for scholarly communications?


	
	

	Optional/General comments


	This paper on Kumauni Machine Translation is a real gem, tackling the tough but important job of translating low-resource languages. It does a fantastic job showing how powerful MBart is for this kind of work, even outperforming other models like MarianMT and mT5 – a solid 4.2 BLEU points better! It's great that it uses Hindi as a helpful stand-in and still manages to be really efficient, learning a lot in just three tries. Plus, it gives clear ideas for future improvements, like creating more Kumauni-specific datasets.

However, there are a few areas where it could shine even brighter. While using Hindi is smart, digging a bit deeper into what makes Kumauni unique (like its sounds and word structures) would make the findings even stronger. It would also be good to know more about the 12,500 sentences used – where did they come from, and do they cover different Kumauni dialects? Relying only on metrics like BLEU might not tell the whole story; getting people to evaluate the translations would add a lot of depth. Lastly, connecting this work more explicitly to other low-resource language studies and making sure all the figures and tables are included would be helpful for readers.

Overall, this is a strong paper that makes a significant contribution to the field. With a few moderate revisions, especially in how it evaluates and presents its data, it could easily become a benchmark for future research. We definitely recommend it for acceptance!
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